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Classifying journals or publications into research aresaani essential element of many bibliometric
analyses. Classification usually takes place at thel lefvjournals, where the Web of Science subject
categories are the most popular classification systerweMer, journal-level classification systems
have two important limitations: They offer only a limitesh@unt of detail, and they have difficulties
with multidisciplinary journals. To avoid these limitatignwe introduce a new methodology for
constructing classification systems at the level of imtligl publications. In the proposed
methodology, publications are clustered into research abeasd on citation relations. The
methodology is able to deal with very large numbers of pattiocs. We present an application in
which a classification system is produced that includeostiten million publications. Based on an
extensive analysis of this classification system, weudis the strengths and the limitations of the
proposed methodology. Important strengths are the transpaamt relative simplicity of the
methodology and its fairly modest computing and memory reménts. The main limitation of the
methodology is its exclusive reliance on direct citatielations between publications. The accuracy of
the methodology can probably be increased by also takiogattount other types of relations, for
instance based on bibliographic coupling.

1. Introduction

In bibliometric and scientometric research, clasatfon systems of science are an
indispensable tool. A classification system of sce assigns journals or individual
publications to research areas. Such a systemaraimdtance be used to simplify
literature search, to study the structure and dycmmf scientific disciplines, or to
facilitate bibliometric research evaluations.

This paper introduces a new methodology for corstrg a classification system
of science. The core of the proposed methodologgists of a large-scale clustering
of scientific publications. Publications are clustkbased on citation relations. Each
publication is assigned to a single research amd research areas are organized in a
hierarchical structure. At the highest level, reskareas may for instance correspond
with broad scientific disciplines. At the lowesvés, they may correspond with small
subfields. The proposed methodology is able totefusery large numbers of
publications. In the application presented in th&per, a clustering of almost ten
million publications is produced. This applicatioshows that the proposed
methodology can be used to construct a classificaystem that includes essentially
all publications in the international scientifideliature in a time period of several
years.

There are many different classification systemsaénce. For bibliometric and
scientometric purposes, the most popular classificasystem is without doubt the
system included in Thomson Reuters’ Web of Sciefatabase. This system consists
of about 250 research areas, referred to as sutgeegories. A somewhat similar
system is included in Elsevier's Scopus databake. classification systems of Web



of Science and Scopus work at the level of scienjifurnals. In these systems, a
journal is assigned to one or more research arfeablications are not directly
assigned to research areas. Instead, the journahich a publication has appeared
determines the research area(s) to which the faiiadic belongs.

In addition to the classification systems of Web $ience and Scopus,
researchers have been working on developing thein aclassification systems
(Archambault, Beauchesne, & Caruso, 2011; Glanz&8c&ubert, 2003; Klavans &
Boyack, 2010) or on testing techniques that camuder to construct such systems
(e.g., Rafols & Leydesdorff, 2009; Rosvall & Bemgsh, 2008, 2011). Research
attention has focused mainly on classification eyst that work at the level of
journals, just like the systems of Web of Scieng& &copus. Journal-level
classification systems normally consist of at me$ew hundred research areas, and
they need to deal with multidisciplinary journalsch asNature and Science in a
special way, for instance by assigning these jdsria a special category for
multidisciplinary sources. Compared with their joalrlevel counterparts,
publication-level classification systems, which woat the level of individual
publications, have received less attention in iteeature. Early work on publication-
level classification systems, at a relatively smsdhle, was done by Small and
colleagues (Griffith, Small, Stonehill, & Dey, 1978mall & Griffith, 1974; Small &
Sweeney, 1985; Small, Sweeney, & Greenlee, 198%ceRly, a large-scale
publication-level classification system was constied by Klavans and Boyack
(2010). In this system, more than 5.5 million paalions have been assigned to over
84,000 research areas.

Compared with earlier work on constructing classifion systems of science, the
methodology that we introduce in this paper hasraber of advantages. First of all,
our methodology works at the level of individualbfioations rather than at the
journal level. This allows for a more detailed sifisation of science, and it avoids
difficulties with multidisciplinary journals. A sead advantage of our methodology is
its ability to handle very large numbers of puldicas. The application that we
present in this paper shows how our methodologgymes a clustering of almost ten
million publications, and if needed even larger ens of publications could be
handled. The number of publications that we deah vaxceeds other recently
published large-scale clustering analyses (e.gyaBlo & Klavans, 2010; Boyack et
al.,, 2011; Klavans & Boyack, 2010). A third stremgif our methodology is its
transparency and relative simplicity combined wttle minimal amount of human
involvement it requires. Our methodology is desaxditin full detail in this paper, and
using this description as well as the software thathave made freely available, it
should be possible for anyone with sufficient dataess and sufficient computing
resources to replicate the steps we take. Humaolviement is minimized to the
choice of suitable values for a small number ohpaaters.

The organization of this paper is as follows. Smttl provides a detailed
description of our proposed methodology. SectiomtBoduces an application in
which we use our methodology to construct a clesgibn system that includes
almost ten million publications from the period 26@010. Section 4 presents an
analysis of the resulting classification systermalty, Section 5 concludes the paper
by discussing some limitations of our methodologyl &ome directions for future
research.



2. Methodology

The methodology that we propose for constructing pablication-level
classification system of science can be subdividexthree steps:

1. Determining the relatedness of publications.

2. Clustering publications into research areas.

3. Labeling research areas.
These steps are discussed in detail in the follgwhnee subsections.

2.1. Step 1: Determining the relatedness of publications

In the first step of our methodology, we start wéttset of publications and we
determine the relatedness of each pair of pubtinatin this set. Leh denote the
number of publications, and lef >0 denote the relatedness of publicatiorsd].

In principle, the relatedness of publications cardbtermined in many different ways,
for instance based on direct citations, co-citajobibliographic coupling, shared
words in titles and abstracts, or a combinatiorthe&flse elements. However, when
working with millions of publications, it is crudi& minimize as much as possible
the number of publication pairs for whid) is greater than 0. This saves computer

memory and reduces computing time. For this reas@nuse only direct citations
from one publication to another to determine thiateelness of publications. We
disregard the direction of a citation. In this waysimple binary definition ot; is

obtained:c; equals 1 if either publicationcites publicatiorj or publication] cites
publication i, and c¢; equals O if there is no direct citation relatioetween
publications and;.

2.2. Step 2: Clustering publications into research areas

Our methodology produces hierarchical classificatsystems. Each publication
belongs to a single research area at the lowest @#va classification system, each
research area at the lowest level in turn beloogsa tsingle research area at the
second-lowest level, and so on.

In the second step of our methodology, we use ékalts from the first step to
build the basic structure of a classification systd@his means that publications are
clustered into research areas and that researels are organized in a hierarchical
structure.

The second step of our methodology involves a smathber of parameters.
Suitable values for these parameters depend oputpese for which a classification
system is intended to be used. The most basic paeandenoted bl, is the number
of levels in a classification system. We refer te highest level of a classification
system as level 1, the second-highest level a$ \and so on. The lowest level of a
classification system is referred to as lelelFor each level in a classification
system, there are two additional parameters: Thelugon parameter, denoted by
r, and the minimum number of publications per restearea, denoted hy') . The
resolution parameter "’ determines how much detail is offered at leveh a
classification system. The higher the value of flasameter, the larger the number of
research areas at leveland the smaller the average number of publicatpers
research area. The resolution parametets...,r!” must satisfy the following

condition:



0<r®<..<r®<1. (1)

The parameten{) ensures that each research area at lémeludes at least a certain

minimum number of publications.

It is well known that there are large differences citation behavior among
scientific fields. Because of these differences, tdlatedness scores obtained in the
first step of our methodology cannot be directlynpared across fields. Publications
in one field (e.g., cell biology) may for instantend to have a much higher total
relatedness score than publications in anothed fi@.g., mathematics). Such
differences among fields may lead to an unbalarutaskification system in which
some fields are overrepresented while others aderoepresented. To correct for
differences among fields, relatedness scores meld hormalized. The normalization
that we perform is similar to the idea of fractibogation counting first proposed by
Small and Sweeney (1985). We define the normaliedatedness of publication
with publicationj as

C.
a = #C . (2)

Zk ik

Notice that this definition does not require nonzed relatedness scores to be
symmetric, that isa; need not be equal ta;. According to (2), the normalized

relatedness of publication with publicationj equals the relatedness of the two
publications divided by the total relatedness ofblwation i with all other
publications. It follows from (2) that for each pightion the total normalized
relatedness with all other publications equals 'oHence, in a sense (2) ensures that
all publications have the same overall weight. Tuarantees that differences among
fields are corrected for.

We take a bottom-up approach to build the structira classification system.
Our approach consists of a number of iterations, fon each level of a classification
system. The lowest level of a classification sysiemonstructed in the first iteration,
the second-lowest level in the second iteratiod,smon. Each iteration involves two
stages. In the first stage, a preliminary assignroépublications to research areas is
made. After this stage, it may be that some rekeaneas include fewer publications

than the minimum required by the parametd},. This is corrected in the second

stage, in which research areas with an insufficieaimber of publications are
discarded and the publications belonging to thesassare reassigned to other areas.

We usex! to denote the preliminary assignment of publicatido a research
area at level in a classification system. The final assignmenpublicationi to a
research area at levels denoted byy". In order to obtain a classification system

with a proper hierarchical structure, we requirat fior all publications andj and all
levels| O0{2,..., L} the following condition is satisfied:

1 =, (I-) — (-1
Vit =Y =X T =X 3

! There is one exception. If a publicatibrdoes not have any relation with other publications, the
denominator in (2) equals zero. In this case, weageequal to zero for all publicatiopswhich means
that the total normalized relatedness of publicaitiaith all other publications equals zero as well.



This condition ensures that if two publicationsdrg to the same research area at
level | in a classification system, they also belong t® shme research area at all
higher levels in the system.

As already mentioned, the structure of a clasgiioasystem is built in a bottom-
up fashion. We start at the lowest level (i.e.eldy and then move up one level at a
time until the highest level (i.e., level 1) hasebaeached. In the first stage of each
iteration, a clustering technique is employed téaomba preliminary assignment of
publications to research areas. The clustering niqoke that we use assigns

publications to research areas by searching faregabf x{",...,x{" that maximize
the following quality function:

VO, x) =3 5 8(x0 x")(a, =) (4)

In this function, 5(x",x{") equals 1 ifx" =x" and 0 otherwise. At each leviel

except the lowest, maximization of (4) is perfornsedbject to the constraint in (3).
The quality function in (4) ensures that a publmatis assigned to a research area
only if it is sufficiently related to the other gidations belonging to that area.
Whether publications are considered to be suffitjemelated depends on the
resolution parameter®’. The higher the value af", the more strongly publications
need to be related in order to be assigned toahee gesearch area. Because of this
mechanism, a higher value of’ tends to lead to a larger number of research areas
and, consequently, to a more detailed classifinagystem.

Clustering techniques similar to ours have beedistuextensively in the network
analysis literature. The most popular techniquemedularity-based clustering
(Newman, 2004a, 2004b; Newman & Girvan, 2004). Malifferent variants of
modularity-based clustering have been proposedhn literature. The idea of a
resolution parameter was introduced in a variamppsed by Reichardt and
Bornholdt (2006). Recently, a variant of modulabiysed clustering that uses exactly
the same quality function as in (4) was proposediayag, Van Dooren, and Nesterov
(2011). The clustering approach that we take is elssely related to our own earlier
work (Waltman, Van Eck, & Noyons, 2010). The onlffetence is that in our earlier
work we did not use the same normalization as)in (2

Our clustering technigue requires an optimizatitgoathm to search for values

of x",...,x" that maximize the quality function in (4). The® a considerable

literature on optimization algorithms for modulgsitased clustering and its variants.
One class of algorithms are the so-called multlideeal search algorithms. An

elaborate analysis of the performance of diffeedgorithms belonging to this class is
presented by Rotta and Noack (2011). The optimima#ilgorithm that we use is
inspired by the work of Rotta and Noack, but ibalscludes some further extensions.
In the terminology of Rotta and Noack, our algantis based on a combination of
multilevel coarsening and multilevel refinement. IMevel coarsening is also the
basic mechanism employed in the well-known algaritbf Blondel, Guillaume,

Lambiotte, and Lefebvre (2008)but this algorithm does not include a multilevel

2 For examples of bibliometric/scientometric studies in whisis algorithm is used, we refer to
Colliander and Ahlgren (2012), Rafols and Leydesdorff (2008llace, Gingras, and Duhon (2009),
and Zhang, Liu, Janssens, Liang, and Glanzel (2010).



refinement mechanism. We have implemented our agditon algorithm in a freely
available computer program (se®w.ludowaltman.nl/classification_systemihe C
source code of the algorithm is available as Well.

We emphasize that finding values xff’,...,x" for which the quality function in

(4) is maximized is a difficult task, especially @hworking with large numbers of
publications. Exact maximization of (4) is usualhot feasible. Instead, our
optimization algorithm aims to find values of”,...,x"’ for which (4) is at least

close to its maximum. Because our algorithm includ®me random elements,
different runs of the algorithm will generally legal different values ox(’,...,x%.

To get as close as possible to the maximum oftl) algorithm can be run multiple
times. The values ok!",...,x"’ resulting from the run in which the highest vabfe

(4) is obtained can then be kept, while the valbles,...,x"’ resulting from the

other runs of the algorithm can be discarded. Ia way, the larger the number of
runs of the algorithm, the closer one will gethie thaximum of (4).
The preliminary assignment of publications to reslkeaareas provided by

xM,...,x" may lead to research areas that include fewerigatizins than the

minimum required by the paramete}) . This is why we need a second stage in each

iteration of our bottom-up approach. In this secstage, research areas with an
insufficient number of publications are discarded @he publications belonging to
these areas are reassigned to other areas.

Let a!) denote the relatedness of research areawlv based on the preliminary

assignment of publications to research areas pedviy x,...,x". We define the
relatedness of two research areas as the averagealimed relatedness of the
publications belonging to the two areas. Her&g, is given by

=) — Ziz]'5(Xi(|)’u)5(xgl)1v)aij
Y S a0 oY)

(5)

where d(x"’,u) equals 1 ifx"’ =u and 0 otherwise. Le8" denote the set of all
research areas that include at leg8t publications. More formally,

uos® = Y a(x",u)=nl) (6)

min *

Publications with a preliminary assignment to aesgsh area in the s&" do not
need to be reassigned. The final assignment oé theBlications to a research area is

the same as the preliminary assignment. In othedsydf x"’ 0S", then y® = x®.
Publications with a preliminary assignment to a&eagsh area that is not in the S
are reassigned as follows. For each researchwatbat is not in the seg8", we
identify the areav in the setS" that is most strongly related to area All

® The same optimization algorithm has also been implementetieirmost recent version of our
VOSviewer software (Van Eck & Waltman, 2010). Howeuars software cannot handle very large
data sets such as the one used in this paper.



publications with a preliminary assignment to aveare then reassigned to anea
Hence, ifx" =u0S", then

y! =argmaxay,. (7)

vis

There is one exception. Sometimes a researchudhed is not in the ses" does not

have any relation with areas that are in the$€t In that case, publications with a
preliminary assignment to areacannot be reassigned in a proper way. We simply
exclude such publications from the classificatipstam.

This completes the description of the second steuoproposed methodology. A
summary of this step is provided by the algoritmnfrigure 1.

Input: ¢.,L,r® n® (i=1...nj=1...,ml=1...,L)

ij? min

Output: y© (i=1...,n1 =1...,L)

[a;] — NormalizeRelatednessScorge( ) |

forl « Ltoldo
Stage 1{x"] « MakePreIiminaryAssignmer[mﬂ],[yi('”)],r('))
Stage 2{y"” ] MakeFinalAssignmentg;],[x"1,n{))

end for

Figure 1. Algorithm that summarizes the second sfequr proposed methodology.

2.3. Step 3: Labeling research areas

In the second step of our methodology, the basiecitre of a classification
system has been built by clustering publicatiotg nesearch areas. In the third step,
we finalize the construction of a classificationstgyn by assigning labels to the
research areas in a system. These labels are ethtaynextracting suitable terms from
the titles and abstracts of the publications balungo a research area. A single term
is usually not sufficient to clearly indicate wlaatesearch area is about. We therefore
choose to characterize each research area byéhtseins.

The approach that we take to label the researdmsdrea classification system
consists of the following three stages:

1. Identification of terms in titles and abstracts of publications. In this stage, we
take the titles and abstracts of all publicationsluded in a classification
system and we identify all terms occurring in thées and abstracts. We
first perform part-of-speech tagging (i.e., ideiottion of verbs, nouns,
adjectives, etc.). We use the Apache OpenNLP t§di&i this purpose. We
then apply a linguistic filter to identify noun p@ses. Our filter selects all
word sequences that consist exclusively of noumisaaljectives and that end
with a noun (e.g.paper, visualization, interesting result, andtext mining, but
not degrees of freedom and highly cited publication). Finally, we convert
plural noun phrases into singular ones. The simgudan phrases serve as our
terms.

* This toolkit is available atttp://incubator.apache.org/opennlp/




2. Calculation of term relevance scores. In this stage, we first collect for each
research area in a classification system the ténaasoccur in the titles and
abstracts of the publications belonging to theaedearea. We then calculate
a relevance score for each term in a research Bneadea is that terms with a
higher relevance score provide a better indicatibmhat a research area is
about.

Suppose we have a termin research area at levell in a classification
system. Suppose research anaa part of research areaat levell — 1 in the
classification system.We then calculate the relevance score of terin
research area asn, /(n, + m), wherem denotes a parameter and wherg

and n, denote the number of publications in, respectivatgau and area in

which termt occurs. Our calculation of term relevance scasdsased on two
considerations. On the one hand, the frequencyaidroence of termin area

u relative to the frequency of occurrence of térm areav can be regarded as
an indication of the relevance of temto areau. On the other hand, the
absolute frequency of occurrence of tdrim areau can also be regarded as an
indication of termt’'s relevance. Our calculation aims to find a batatieese
two considerations. The parametardetermines how the trade-off between
the two considerations is made. In this paper, se= 25.

3. Sdlection of the most relevant terms. In this final stage, we select the most
relevant terms for each research area in a cleadn system. For instance,
for each research area five terms may be seldctgulinciple, the selection of
the most relevant terms is done based on the mdevscores calculated in the
previous stage. However, in some research areagyitbe that some of the
terms with the highest relevance scores are venylasi to each other (e.g.,
library andlibrarian or peer review andpeer reviewer). In that case, from the
set of similar terms, we include in our selectiarlyahe one with the highest
relevance scoreThe other terms are not included and are replagetrms
with a lower relevance score.

The description of the third and last step of otosppsed methodology is now

complete. A large-scale application of our methodwlis presented in the next two
sections.

3. Application

We used the methodology introduced in the previsastion to construct a
classification system based on publications in\ttheb of Science database in the
period 2001-2010. All publications of the documtytesarticle, letter, andreview
in the sciences and the social sciences were iedluBublications in the arts and
humanities were not included. The total number whligations based on which the
classification system was constructed is 10.2 omlliThere are 97.6 million citation
relations between these publications.

Our aim was to construct a classification systeat tonsists of three levels: A
first level of 10 to 20 broad disciplines, a secdenkel of 500 to 1000 fields, and a
third level of 20,000 to 25,000 small subfieldsbleal lists the parameter values that
we used. We spent a considerable amount of timneelatting these values. Most time

®If | = 1, we define research areas the set of all publications included in the clasaifon system.

® To measure the similarity of two terms, we calculat¢h the average length of the terms and the
length of their longest common subsequence. Our measure cdrgtiynis obtained by dividing the
latter length by the former one.



was needed to find suitable values for the paramede the highest level of the
classification system (i.er® and n® ). Some values for these parameters led to

min

results that we did not consider satisfactory (enguroscience and social sciences
together in the same research area), and soméufingy of the parameter values was
needed to avoid such results. Using the paramelees in Table 1, a classification
system was obtained that consists of 20 reseaeds at the first level, 672 research
areas at the second level, and 22,412 research a@réze third level. We do not claim
that our choice of parameter values is in someesepimal. The parameter values in
Table 1 just serve to illustrate the methodologyouced in this paper. In the end,
the choice of parameter values should be guidedthiey purpose for which a
classification system is intended to be used.

Table 1. Parameter values used to construct ossititzation system.

L 3
r® 8x10°®
r@ 2x10°
r® 5x10°
no 120,000
min
@
n? 5,000

min

Finally, let us make a few comments on the way hicWw we performed our
calculations. To maximize the quality function #),(our optimization algorithm was
run 500 times at the lowest level of the classii@masystem and 10,000 times at the
other two levels. The optimization algorithm wastien in the C language. All other
calculations were programmed in MATLAB. A computeith 64 GB internal
memory was used for the calculations. Five runthefoptimization algorithm were
performed in parallel on this computer. Overallfabk the computer between four
and five days to complete all calculations.

4. Results

The classification system that we have constructedists of three levels, and we
therefore split the discussion of the system iedhsubsections, one for each level of
the system. We first discuss the highest level, (ievel 1) of the classification
system, we then discuss the middle level (i.e.ell®), and finally we discuss the
lowest level (i.e., level 3). Of the 10.2 milliomlications with which we started the
construction of the classification system, 0.8 imill could not be included in the
system. We discuss these excluded publicationse@parate subsection. At the end of
this section, we take a more detailed look at tassification system by focusing
specifically on publications from a single journdlhe journal that we use is the
Journal of the American Society for Information Science and Technol ogy.

Throughout this section, we use the following niotatto refer to the research
areas in our classification system:

* Research area A research area at level 1 of the system.

* Research areay: A research area at level 2 of the system. Them as a

subarea of areaat level 1.



* Research areay.z. A research area at level 3 of the system. Thes @ a
subarea of areay at level 2.
We note that the entire classification system @ilalsle online. Both the assignment
of publications to research areas and the labelihghe research areas can be
downloaded fronwww.ludowaltman.nl/classification_system/

41. Level 1

At level 1, our classification system consists Ofr@search areas. Figure 2 shows
the distribution of publications over these arddwe average number of publications
per research area is about 470,000. The largesanads area includes almost 1.34
million publications. The smallest research arezec®about 130,000 publications.

No. pub.

0 5 10 15 20
Research area

Figure 2. Distribution of publications over the Bfsearch areas at level 1 of our
classification system.

To label the 20 research areas at level 1 of assdication system, we did not
use the automated approach discussed in Subs&c8ot the highest level of our
classification system, we wanted to manually deiteemsuitable labels for our
research areas. This turned out to be quite diffi@ne might expect to have research
areas that correspond closely with well-known brsagentific disciplines such as
chemistry, computer science, engineering, mathesigphysics, social sciences, etc.
However, we found only a partial correspondenceveen our research areas and
these traditional disciplines. In itself, we bebethis to be an interesting result. It may
be seen as an indication that traditional discgdisuch as those just mentioned only
partly reflect the actual organization of todaycsestific research. For the purpose of
labeling our research areas, however, the impereatespondence between our
research areas and traditional scientific discgdicreated a difficulty. For instance,
based on our research areas, we could not makefiaiesuly clear distinction
between disciplines such as astronomy, chemistigineering, materials science, and
physics, and we therefore labeled the various amdated to these disciplines simply
as Physical sciences 1, Physical sciences 2, etc. Table 2 lists the labels of all 20
research areas at level 1 of our classificatiotesysAs can be seen, many areas have

10



general labels that need further refinement. Redirihese labels requires help from
experts with a broad overview of the scientified#ture in specific disciplines.

Table 2. Labels of the 20 research areas at legébiir classification system.

1 Biomedical sciences 1 11 Food and agricultural sciences
2 Environmental sciences 1 12 Environmental sciefces

3  Physical sciences 1 13 Physical sciences 3

4  Social and health sciences 14 Medical sciences 3

5  Mathematics and computer science 15 Physical sciences 4

6  Physical sciences 2 16 Physical sciences 5

7  Cognitive sciences 17 Physical sciences 6

8 Biomedical sciences 2 18 Medical sciences 4

9  Medical sciences 1 19 Physical sciences 7

10 Medical sciences 2 20 Earth sciences

To illustrate the difficulty of labeling the resehrareas, we focus in more detail
on the areas labelelghysical sciences 1 and Physical sciences 2. For both areas,
Table 3 reports the ten subject categories in WieScgence with which they have
most overlapPhysical sciences 1 has most overlap with physics subject categories,
but it also has a considerable overlap with chegnetd materials science categories.
This indicates the difficulty of finding a suitablebel for this research arehysical
sciences 2 is clearly dominated by chemistry research, amtigges it could therefore
be relabeled ahemistry. Nevertheless, a considerable number of publioatio
belonging to chemistry subject categories in WebSefence do not belong to
Physical sciences 2 in our classification system. Hence, without h&lpm domain
experts, it remains difficult to determine whethelabelingPhysical sciences 2 as
Chemistry would be correct.

Table 3. Overlap of the research areas lab&legkical sciences 1 and Physical
sciences 2 in our classification system with subject categerin Web of Science. For
each combination of a research area and a subjeigary, the percentage
publications in the research area that belong & ghbject category is reported.
Publications belonging to multiple subject categsire counted fractionally.

Physical sciences 1 Physical sciences 2
Physics, applied 17.1% Chemistry, multidisc. 18.6%
Physics, condensed matter 14.5% Chemistry, organic 18.5%
Materials science, multidisc. 10.69% Chemistry, inorganic &learc 10.3%
Chemistry, physical 9.0% Chemistry, physical 9.4%
Physics, multidisc. 6.1% Crystallography 6.8%
Chemistry, multidisc. 4.3% Physics, atomic, moleculazth&m. 5.1%
Optics 3.8%| Biochemistry & molecular biology 3.1%
Engineering, electrical & electronic 3.7% Polymer scie 2.6%
Electrochemistry 2.99 Materials science, multidisc. 2.0%
Materials science, ceramics 2.1% Physics, applied 1.9%

42. Level 2

Level 2 of our classification system consists of 6&search areas. The smallest
and the largest area include about 5,000 and 4&@60cations, respectively. The
average number of publications per area is aboyd0D4 Figure 3 shows the
distribution of publications over the 672 areas.
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Figure 3. Distribution of publications over the 6i&search areas at level 2 of our
classification system.
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Figure 4. Map of the 672 research areas at leva @ir classification system. For
ease of interpretation, the research areas havedveaped into six categories, which
are indicated by colors. Each category correspauriifisone or more research areas at
level 1 of our classification system.

A visualization of the 672 research areas at |@vef our classification system is
provided in Figure 4. The map in Figure 4 was poadl using our VOSviewer
software (Van Eck & Waltman, 2010). An interactiversion of the map, which
offers much more detail, is available atvw.ludowaltman.nl/classification_system/
The map was constructed in such a way that strorgjgted research areas are
located close to each other, while research ahedasib not have a strong relation are
located further away from each other (Van Eck, Wah, Dekker, & Van den Berg,
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2010). The strength of the relation between tweaesh areas was determined based
on the number of direct citation relations betwpeahlications in the two areas.

The map in Figure 4 has a kind of circular struetirhe biomedical sciences are
located in the upper right part of the map. Moviogunterclockwise from the
biomedical sciences, we first observe the eartlviremmental, and agricultural
sciences in the upper middle part of the map. Véa tbserve the physical sciences in
the upper left part of the map. Next, moving dowrdyave observe mathematics and
computer science, and moving further to the lovigintrpart of the map, we observe
the social and health sciences. Finally, the ciizlelosed by the cognitive sciences,
which are located in between the social and hesdibnces and the biomedical
sciences. The general structure of science showkigmre 4 is similar to what has
been observed in earlier studies in which for ims¢ajournals or Web of Science
subject categories were mapped (Klavans & Boya®k92 Van Eck & Waltman,
2010).

One application for which our classification systeauld be used is to detect hot
research areas. We define a hot research arearasearch area that is quickly
expanding in terms of publication output. To detbet hottest research areas at level
2 of our classification system, we calculated facle research area the average
publication year of the publications belonging tee tarea. Table 4 lists the three
research areas with the highest average publicatam’ For each area, the table
shows the three most important journals and fiveratteristic terms. The terms were
selected using our labeling approach discussedlsetion 2.3.

Table 4. The three hottest research areas at2envkebur classification system.

Research area  No. pub.  Avg. pub. year Journals/terms

Journals. Physical Review B; Physical Review
Letters; Applied Physics Letters

Terms: bilayer graphene; graphene oxide; Dirac point;
epitaxial graphene; topological insulator

Journals: Nucleic Acids Research; PNAS; RNA

1.81 8,290 2007.5 Terms: microRNAs; miRNA expression; miRNA
function; mature miRNA; miRNA biogenesis

Journals: Vaccine; Journal of Virology; Emerging
Infectious Diseases

Terms: oseltamivir; hMPV; HIN1; RSV infection;
H5N1 viruse

3.47 6,911 2008.3

8.11 17,405 2006.8

As can be seen in Table 4, the three hottest rdsemmeas at level 2 of our
classification system are in the fields of physioslecular biology, and virology. In
physics, graphene research constitutes a hot cdsaaga. Of the 6,911 publications
in this area, 75% appeared in 2008, 2009, or 2Rbfce that in 2010 the Nobel Prize
in Physics was awarded to Andre Geim and Konstariiovoselov “for
groundbreaking experiments regarding the two-dioeas material graphené”.
Geim and Novoselov have, respectively, 70 and 68ligations in our graphene
research area, and they are the first two authbrthe three most highly cited
publications in this area. In molecular biology,croRNA research turns out to be a

" The average publication year of all 9.5 million publicatiomduded in our classification system is
2006.0.
8 Seewww.nobelprize.org/nobel_prizes/physics/laureates/2010/
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hot area. The hot research area in virology seemdetal mainly with influenza
viruses.

43.Level 3

Level 3 of our classification system consists o422 research areas. On average,
each area includes 422 publications. However, asbeaseen in Figure 5, there are
large differences in the size of the areas. Thgektrarea includes 4,170 publications,
while the smallest area covers only 50 publications

4000t -
3000t 1

2000+ 1

No. pub

1000f _

0 05 1 15 2
Research area X 104

Figure 5. Distribution of publications over the £P2 research areas at level 3 of our
classification system.

Table 5. The three hottest research areas at3evkebur classification system.

Research area  No. pub.  Avg. pub. year Journals/terms

Journals. Physical Review B; Physica C; Physical
Review Letters

Terms: iron; iron pnictide; BaFe2As2; Fel xCox; iron
pnictide superconductor

Journals: Carbon; ACS Nano; Journal of Physical
Chemistry C

Terms: graphene oxide; composite; water; chemical
reduction; preparation

Journals: Acta Crystallographica E; Zeitschrift fur
Kristallographie - New Crystal Structures; Acta

6.12.1 2,326 2009.0 Crystallographica C

Terms: rms; Sn IV atom; deviation; inversion dimer;
Ru atom

3.16.2 1,999 2009.2

3.47.2 1,199 2009.2

Table 5 lists the three hottest research areavet 8 of our classification system.
Like we did above for level 2 of our system, weedttd these areas based on the
average publication year of their publications. Altee areas are in the physical
sciences, and they all have more than 90% of fhdifications in the period 2008—
2010. Research area 3.16.2, which has even mane98ta of its publications in this
period, deals with high-temperature supercondugtiviResearch area 3.47.2 deals
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with graphene research. This area is a subardaeojraphene area discussed in the
previous subsection. The third research area, GrEAL, deals with a topic in the
field of crystallography. This area includes thesmbighly cited publication in our
classification syster?].Despite its relatively recent publication daten(ly 2008),
this publication has already been cited more th@y®aD times. The publication is
about a set of computer programs used in crystafit research.

To get some more insight into the characteristidb® research areas at level 3 of
our classification system, we consider a singleaesh area in more detail. Figure 6
shows a map of the 417 publications belonging seaech area 4.30.10. The 1,197
citation relations between these publications asplayed as well. The map was
produced using our VOSviewer software. An interactversion of the map can be
found atwww.ludowaltman.nl/classification_systenAs can be seen in Figure 6,
research area 4.30.10 deals with the topic of nmappi visualization of science. This
is also indicated by the terms that have been tegldo label the area. These terms are
ACA (abbreviation of author co-citation analysigsearch front, smilarity measure,
information visualization, andmap.

how to organize sciepce funding: the new

estimating ré&d expenditures in the highe

the emergence of s&t indicators: why did

galileo's stream: a framework for unders

challenges and oppartuntties for researc
research profiling: improving the litera -

indicator-assisted ation,and fundin

the scholarly database andiits umir.g]
visualizing knowledg s

citespac

mappiag sei i %
pﬂfﬁde% a go%no
o

requiremer'\ﬁ for a cocitation similarity
matrix c-:nmpalisoriim\easunng the
& co-citation analysis and the'search for

scheduling of offset free systems

software requiremengiinderstanding using @
Ssclurship by sosnpld « prspuciive modeling the inyisible collége
an empirical study@¥industrial securit _classin:al retrieval and overlap measures

— - - ¥
finding and s-)lvmg,ﬂpﬂems in software utilizing spatial infggmation systems fo construction of Wealiand strong similari

Figure 6. Map of the 417 publications belongingrésearch area 4.30.10 of our
classification system.

The map in Figure 6 shows that research area £.3fat a core of strongly
related publications and a periphery of publicaidhat are only weakly related to
other publications in the area. This is a quitadgbpstructure for many other research
areas as well. Looking in more detail at the mapig¢tv can best be done using the
interactive version of the map), it can be seen tha publications in the core are
almost all in some way related to the topic of magpor visualization of science.
However, some publications in the periphery of ithegp have no clear relation with
this topic. These publications for instance dedhwhe quality of computer software
(in the lower left part of the map) or with scienuaicy related topics (in the upper

° This the following publication: Sheldrick, G.M. (2008). A shdiistory of SHELX. Acta
Crystallographica Section A, 64(1), 112-122.
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part of the map). The assignment of these pubtinatito research area 4.30.10 is
perhaps understandable from the point of view @& tltation relations between
publications, but from a substantive point of viewvis not satisfactory. The
unsatisfactory way in which these publications hbeen classified seems to be a
consequence of the fact that our methodology usés direct citation relations to
determine the relatedness of publications. Sonmeunsatisfactory assignments of
publications to research areas can probably bedagddy also using indirect citation
relations (e.g., bibliographic coupling relatioms)relations based on shared words in
titles and abstracts. We will come back to thisiésat the end of this paper.

4.4, Excluded publications

As already mentioned, of the 10.2 million publioas with which we started the
construction of our classification system, 0.8 imill could not be included in the
system. We now look at these excluded publications.

In the methodology introduced in this paper, a altion can be included in a
classification system only if in the citation netkaliscussed in Subsection 2.1 the

publication belongs to a connected component ttatsists of at leastn'")

publications. In other words, a publication mustvéhalirect or indirect citation
relations with at leasn'-) —1 other publications. In our case, this means that a

min
publication must be related, either directly or iiadtly, to at least 49 other
publications. The 0.8 million excluded publicatials not meet this criterion. In fact,
91% of these publications turn out to have no i@hatat all with other publications.
We note that the publications included in our dfasgtion system all belong to a

single very large connected component of the oiatietwork.

Table 6. Percentage excluded publications per patidn year (left column) and the
ten Web of Science subject categories with the dsghpercentage excluded
publications (right column).

Perc. excluded pub. per yea Perc. excluded pub. per subjeairgateg
2001 14.3%| Engineering, marine 51.8%
2002 11.5% Palitical science 34.7%
2003 9.5%)| Engineering, aerospace 33.7%
2004 7.9%| Cultural studies 31.9%
2005 7.0%| Business, finance 29.4%
2006 6.1%)| Area studies 28.7%
2007 5.9%| Engineering, petroleum 27.9%
2008 5.8%| Materials science, paper & wood 26.3%
2009 5.5%| Social issues 22.0%
2010 5.2%| Information science & library science 21.8%

Table 6 reports the percentage excluded publicatfmer publication year. The
table also lists the ten Web of Science subjedgmates with the highest percentage
excluded publications. Overall, 7.6% of all pubtioas were excluded from our
classification system. As can be seen in the tablgluded publications are
overrepresented in earlier publication years. Tikisbecause many references in
publications published in earlier years go backob®f2001 and therefore are not
taken into account in our methodology. Not surpgst, excluded publications are
also overrepresented in fields with a low citatéemsity, in particular in engineering
research and in the social sciences. Many exclpdétications in these fields seem
to have appeared in special types of journals, agatational scientific journals, trade
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journals, and popular magazines. It further turos tbat 16.2% of the 0.8 million
excluded publications are of the Web of Scienceudwmt typeetter, while overall
just 3.8% of the publications are of this docuntgpe.

We emphasize that there are various possibilidesi@ke sure that in the end all
or almost all publications are included in a clasaiion system. For instance,
publications currently excluded from our classifica system could be added to the
system based on an analysis of the words occunmititgir titles and abstracts.

4.5, Classification of JASIST publications

We now take a more detailed look at specific ardagur classification system.
To do so, we focus on publications from thaurnal of the American Society for
Information Science and Technology (JASIST). JAS ST is a leading journal in the field
of information science. We choose to focus on malibns fromJASST because of
our familiarity with this journal. Moreover, mangaders of this paper will probably
be familiar withJAS ST as well.

In the period 2001-2010JASST published 1,499 publications classified as
article, letter, or review in Web of Science. Of these publications, 62 wereluded
from our classification system. Table 7 reportsdigtribution of the remaining 1,437
publications over the research areas at level @uofclassification system. Almost
97% of theJASST publications turn out to belong to either the ded@eledSocial
and health sciences or the area labeleldathematics and computer science. This is in
line with what one may expect, since publicationdAS ST can all or almost all be
classified as either social science research orpaten science research, or as a
combination of these two types of research.

Table 7. Distribution of 1,433AS ST publications over the research areas at level 1
of our classification system.

Social and health sciences 997
Mathematics and computer science 394
Environmental sciences 1
Physical sciences 3
Cognitive sciences
Biomedical sciences 1
Biomedical sciences 2
Other research areas

= ~
w-b@ o oo

What is perhaps more surprising in Table 7 is thiare are 46JASST
publications which do not belong to eittgacial and health sciences or Mathematics
and computer science. We looked at a number of these publications imenu®tail. It
turns out that some publications have been clearlgclassified. Like the
misclassifications discussed at the end of Sulisecti3, these misclassifications
seem to be a consequence of the fact that pulblitaometimes have only a very
small number of direct citation relations with athmublications. However, we also
found that some publications have been correctjgaed to research areas different
from Social and health sciences andMathematics and computer science. For instance,
Table 8 lists the three most frequently citBdH ST publications in the area labeled
Physical sciences 3. At level 2 of our classification system, theses¢hpublications
all belong to area 13.5. This area covers the fi¢ldetwork analysis, which is a field
that receives a lot of attention in physics jousndlooking in more detail at the
publications in Table 8, we believe that their ggsient to the field of network
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analysis is quite sensible. Hence, in specific €aaesigningJAS ST publications to
research areas different froocial and health sciences and Mathematics and
computer science seems perfectly reasonable.

Table 8. The three most frequently cit8dS ST publications in the research area
labeledPhysical sciences 3 at level 1 of our classification system.

* Matia et al. (2005). Scaling phenomena in the growth dyreafiscientific output.

e Panzarasa et al. (2009). Patterns and dynamics of bedavior and interaction: Network
analysis of an online community.

e Havemann et al. (2005). Firm-like behavior of journals&li§g properties of their output and
impact growth dynamics.

Table Al in the appendix lists the five researcleaar at level 2 of our
classification system with the largest numbedA8 ST publications. For each area,
the table shows the thrd&S ST publications that have received most citationge@&h
of the five areas are subareas of $beial and health sciences area at level 1 of our
classification system. The other two areas are realsaof theMathematics and
computer science area. Research area 4.30 includes more than fhidié ublications
of JASST. This area covers large parts of the field of infation science. The other
two subareas of th&ocial and health sciences area include a smaller number of
JASIST publications. These two areas cover specific midfon science topics not
covered by area 4.30. The two subareas ofMhathematics and computer science
area cover information retrieval related todﬁ’:s.

We now turn to level 3 of our classification systémble A2 in the appendix lists
the five research areas at this level with thedsrqiumber oAS ST publications.
These areas all turn out to be subareas of arénat.Bvel 2 of our classification
system. A research area at level 3 usually covensgde well-defined topic. Table A2
suggests that the five most important topics adee®yJAI ST in the period 2001—-
2010 may be labeled as follows:

e Searching behavior, in particular on the Web (d:88.2).

» Bibliometric indicators of scientific performancaréa 4.30.1).

* Mapping or visualization of science (area 4.30.10).

*  Webometrics (area 4.30.6).

» Foundations of information science (area 4.30.4).

5. Conclusion and future research

In this paper, we have introduced a new methodolégy constructing a
classification system of science. Most classifmaystems are defined at the level of
journals, but our proposed methodology works atlélel of individual publications.
In the application that we have presented, a dleason system was produced that
includes almost ten million publications. This esds other recently published
studies (e.g., Boyack & Klavans, 2010; Boyack et 2011; Klavans & Boyack,

10 Table Al also shows for each research area the termbatatbeen selected to label the area. As
can be seen in the table, these terms do not alwayerprapflect what an area is about. This is
especially clear in the case of area 4.2. Our impnessicdhat the labeling approach discussed in
Subsection 2.3 yields more satisfactory results at [&w#lour classification system than at level 2. In
general, at higher levels of aggregation, it seem rdifficult to automatically identify suitable labels
for a research area.
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2010) and makes it possible to cover essentially\W¢b of Science indexed
publications in a ten-year time period.

A noteworthy feature of our methodology is its sparency and relative
simplicity. Our methodology is fully documented ihis paper and consists of a
limited number of steps that are all fairly easyutwlerstand. There are only a small
number of parameters for which values need to leserh manually. Each level of a
classification system results in just two additiormrameters: The resolution
parameter and the minimum number of publicationsrgsearch area. The clustering
software that we use in our methodology is freelgilable online. Anyone can use
this software for his own purposes. The requiresiehtour methodology in terms of
computing time and memory usage are relatively repdalthough large-scale
applications such as the one presented in thisrpapg be too demanding for a
standard desktop computer.

To determine the relatedness of publications, oethodology relies exclusively
on direct citation relations. This is the main mador the modest computing and
memory requirements of our methodology. At the séime, however, this can also
be considered the main weakness of our approachveABave seen in Section 4, a
substantial proportion of all publications do natvé sufficient direct citation
relations to be included in a classification systéfso, some publications with only a
few direct citation relations can be included iclassification system, but they may
be assigned to an incorrect research area. Inipkend should be possible to increase
the coverage and the accuracy of our methodologydiyg a more sophisticated
measure of the relatedness of publications. Intaddio direct citation relations, such
a measure could also take into account indireatioit relations. Especially the use of
bibliographic coupling relations may lead to sigraht improvements. An even more
sophisticated approach could be to use a measairedmbines citation relations with
relations based on shared words in titles and adtst(e.g., Ahlgren & Colliander,
2009; Boyack & Klavans, 2010; Janssens, GlanzeDe&& Moor, 2008). However,
there is a crucial practical limitation. The useaafore sophisticated measure of the
relatedness of publications increases the compatimgmemory requirements of our
methodology. In large-scale applications such atfe presented in this paper, many
sophisticated measures of relatedness thereforeotdre used in a straightforward
way. For instance, within a set of ten million pohtions, there may be billions of
bibliographic coupling relations, and taking inttcaunt all these relations is likely to
be too demanding, both in terms of computing timd & terms of memory usage.
An attractive alternative approach may be to useoae sophisticated measure of
relatedness, but to take into account only thengest relations between publications.
This is somewhat similar to the ‘topsimilarity approach’ introduced by Klavans and
Boyack (2006).

In addition to the use of more sophisticated messwf the relatedness of
publications, there are a number of other issuat riked to be addressed in future
research:

» Improve the labeling of research areas. There seems to be room for improving
the approach that we take to label the resear@s amea classification system.
Improvement is needed especially at higher levdlsaggregation. One
possibility may be to label research areas usingg title words.

* Allow for overlap of research areas. Our methodology assigns each
publication to a single research area. Becauséisf there is no overlap of
research areas. For some purposes, it may be lolesicaallow research areas
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to overlap each other. In that case, publicatiatated to multiple fields or
multiple topics could be assigned to more thanresearch area.

» Evaluate the accuracy of the proposed methodology in a more rigorous way.

In this paper, we did not provide a rigorous evatuaof the accuracy of our
methodology. Performing such an evaluation is difti because of the lack of
a ‘golden standard’. In future work, a more riga@valuation of the accuracy
of our methodology may be performed based on exXpedback.

» Use the proposed methodology to construct a journal-level classification
system. Our focus in this paper has been on construaimyblication-level
classification system. Nevertheless, our methodology also be useful for
constructing a classification system at the le¥gbarnals. Directly applying
our methodology to journals instead of publicatianay be problematic
because of the multidisciplinary nature of somerpails. An alternative
approach could be to first construct a classiftwatsystem at the level of
publications and to then derive a journal-leveltsys from this publication-
level system.
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Appendix

Table Al. The five research areas at level 2 of dassification system with the
largest number a}JAS ST publications.

Area: 4.30 Terms: h index; academic library; document supply; electroni®o. JAS ST pub.: 758
journal; digital library
Most frequently cited JASI ST publications:
» Spink et al. (2001). Searching the Web: The public and dueiries.
* Meho & Yang (2007). Impact of data sources on citation camdgankings of LIS faculty:
Web of science versus Scopus and Google Scholar.
» Jansen & Pooch (2001). A review of Web searching studika émmework for future research.

Area: 5.20 Terms: biomedical literature; CLEF; UMLS; MEDLINE No. JAS ST pub.: 221
abstract; recommender system
Most frequently cited JAS ST publications:
» Srinivasan (2004). Text mining: Generating hypotheses fra&stDMNE.
*  Weeber et al. (2001). Using concepts in literature-basedwisg Simulating Swanson’s
Raynaud-fish oil and migraine-magnesium discoveries.
» Liben-Nowell & Kleinberg (2007). The link-prediction griem for social networks.

Area: 4.2 Terms: enterprise resource planning; ERP system; ERP No. JAS ST pub.: 74
implementation; TQM; new product development
Most frequently cited JAS ST publications:
* Alavi & Tiwana (2002). Knowledge integration in virtual tesiithe potential role of KMS.
* Mclnerney (2002). Knowledge management and the dynamic raftirewledge.
» Kostoff et al. (2001). Citation mining: Integrating temining and bibliometrics for research
user profiling.

Area: 5.3 Terms: face recognition; minutiae; query image; image No. JAS ST pub.: 66
retrieval; partial occlusion
Most frequently cited JASI ST publications:
* Choi & Rasmussen (2003). Searching for images: The analyssef’ queries for image
retrieval in American history.
* Chen (2001). An analysis of image queries in the field dfiatory.
» Jorgensen & Jorgensen (2005). Image querying by image profdssiona

Area: 4.10 Terms: internet addiction; service failure; violent video game No. JAS ST pub.: 65
technology acceptance model; New York University
Most frequently cited JASI ST publications:
* Rieh (2002). Judgment of information quality and cognitive authirithe Web.
*  Wathen & Burkell (2002). Believe it or not: Factors infigeng credibility on the Web.
» Thelwall (2008). Social networks, gender, and friendingaAalysis of MySpace member
profiles.
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Table A2. The five research areas at level 3 of dassification system with the
largest number a}JAS ST publications.

Area: 4.30.2  Terms: query; web searching; searcher; information No. JAS ST pub.: 246
behaviour; search task
Most frequently cited JAS ST publications:
* Spink et al. (2001). Searching the Web: The public and ¢ueiries.
« Jansen & Pooch (2001). A review of Web searching studia ériamework for future research.
» Borlund (2003). The concept of relevance in IR.

Area: 4.30.1 Terms: h index; journal impact factor; Hirsch; self citation; No. JAS ST pub.: 230
Scopus
Most frequently cited JAS ST publications:
* Meho & Yang (2007). Impact of data sources on citation countsaarkihgs of LIS faculty:
Web of science versus Scopus and Google Scholar.
* Cronin & Meho (2006). Using the h-index to rank influential infation scientists.
* Bornmann & Daniel (2007). What do we know about the h index?

Area: 4.30.10 Terms: ACA; research front; similarity measure; No. JAS ST pub.: 63
information visualization; map
Most frequently cited JASI ST publications:
» Ahlgren et al. (2003). Requirements for a cocitation|sirty measure, with special reference to
Pearson’s correlation coefficient.
» Chen (2006). CiteSpace IlI: Detecting and visualizing emergémgls and transient patterns in
scientific literature.
*  White (2003). Pathfinder networks and author cocitatialysis: A remapping of paradigmatic
information scientists

Area: 4.30.6  Terms: link analysis; hyperlink; web link; inlink; URLs No. JAS ST pub.: 61
Most frequently cited JASI ST publications:
» Thelwall (2001). Extracting macroscopic information frombMeks.
* Thelwall (2002). Conceptualizing documentation on the Webeveatuation of different
heuristic-based models for counting links between urityevéeb sites.
» Koehler (2002). Web page change and persistence: A fouteyeatudinal study.

Area: 4.30.4  Terms:. knowledge organization; epistemology; No. JAS ST pub.: 52
classification scheme; GIS; Hjorland
Most frequently cited JAS ST publications:
» Hijorland (2002). Epistemology and the socio-cognitive perspeictivéormation science.
» Bates (2006). Fundamental forms of information.
» Hijorland (2001). Towards a theory of aboutness, subjectalityi theme, domain, field,
content ... and relevance.
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